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“Focusing” eikonal equation and global tomography

Biondo Biondi, Sergey Fomel, and Tariq Alkhalitah

ABSTRACT

The transformation of the eikonal equation from depth coordinaeg (nto vertical-
traveltime coordinatesr(&) enables the computation of reflections traveltimes indepen-
dent of depth-mapping. This separation allows the focusing and mapping steps |to be
performed sequentially even in the presence of complex velocity functions, that otherwise
would “require” depth migration.
The traveltimes satisfying the transformed eikonal equation can be numerically evaluated
by solving the associated ray tracing equations. The application of Fermat's principle
leads to the expression of linear relationships between perturbations in traveltimes and
perturbations in focusing velocity. This linearization, in conjunction with ray tracing, can
be used for a tomographic estimation of focusing velocity.

INTRODUCTION

Velocity has a dual role in reflection-seismic imaging. It is needed to focus the data through
migration, and to map the reflectors in depth by converting arrival times into depths. These
two imaging goals are often conflicting. The velocity function that best focuses the data is not
necessarily the velocity that performs the correct depth mapping.

The focusingvelocity is the velocity that best predicts the relative delays between re-
flections originated at the same point in the subsurface and recorded at different offsets and
midpoints. We can measure these relative delays and try to estimate the focusing velocity by
solving an inverse problem. On the contrary, theppingvelocity mostly affects the absolute
delays of the reflections. If we do not know the depth of the reflectors, we cannot estimate the
mapping velocity from reflection data. To estimate mapping velocity we need other source of
information, such as well data and a priori geological information.

This distinction between focusing and mapping velocity is routinely used when the data it
time imaged, and is one of the source of robustness of the time-imaging procedure. In time
imaging, the data are first focused by determining stacking and/or RMS velocities, then map-
migrated to depth along the image rays using an appropriate mapping velocity (Hubral, 1977;
Larner et al., 1981). Unfortunately this useful separation is lost when the data are imaged
using depth migration. In this case the same velocity field is used to focus the data and to map
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the reflectors. The main reason for this shortcoming of depth migration is not conceptual, but
it is imposed by limitations in current depth-migration algorithms. In this paper we present
a method for computing migration operators for Kirchhoff-like migrations as a function of
the focusing velocity. The method is based on a coordinate transformation from depth to
two-way vertical traveltime applied to the eikonal equation. We demonstrate that under fairly
mild assumptions on the relation between focusing and mapping velocities, the traveltimes
computed using the transformed eikonal are only functions of the focusing velocity. As a
result, we call the transformed eikonal equationftieising eikonal

The focusing eikonal has potential applications to the estimation of focusing velocities.
It enables us to apply to depth-migration problems the same sequential estimation of the two
interval velocities that is possible in time imaging. One problem with the joint estimation of
the two velocities is that a velocity perturbation not only causes changes in the focusing of
the data but it also causes a vertical shift of both the reflectors and velocity that are below the
perturbation. These vertical shifts present a challenge to reflection tomography, and are one
of the reasons why layer-stripping procedures are considered to be more robust than global
tomographic procedures. However, because global tomography has the potential to be more
accurate than layer stripping, there are many incentives to stabilizing global tomography. We
propose to perform the whole velocity estimation in the vertical traveltime domain. When the
velocity function and the reflector geometry are expressed in the vertical-traveltime coordi-
nates, their position is only weakly dependent on velocity. Therefore, we may ameliorate the
problems associated with inaccuracies in the mapping velocity.

FOCUSING EIKONAL EQUATION

To derive the focusing eikonal equation we apply a coordinates transformation from gdepth (
to two-ways vertical traveltimer( to the eikonal of the acoustic wave equation. The eikonal
for the arrival timet of high-frequency acoustic waves is

2 2
Vin(2,%)2 [at (2 X)] V(202 [at (2 X)] _1, 1)

0Z aX

whereVy, andV; are respectively thenapping velocity and thefocusing velocity Because

we are interested to analyze the effects of focusing and mapping velocities on reflection trav-
eltimes, we kept th&; andVy, distinguished in equation (1). Although this equation is valid

for a general elliptical anisotropic medium, in this paper we focus on isotropic media. A com-
panion paper discusses the focusing eikonal for a general transversely isotropic media with a
vertical axis of symmetry. (Alkhalifah et al., 1997).

The mapping between the def#tax) and the vertical traveltimér, &) domain are defined
by the following transformation of coordinates:

z 2 /
7(z,x) = /o md z (2)
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This transformation implies the following relationships between the partial derivatives of the
traveltime that appear in the eikonal equation (1):

at ot ot dt d& ot 2

— = ——t === (4)
0z dt 9z 9590z 9t Vim(z,X)
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Substituting these partial derivatives in the eikonal equation (1) we derivedhsing eikonal
equation

5 2
4[at (;T,S)] LV (f,g)z[at (82’5) tom(r,8) 2 grt,g)} ~1 (6)

The focusing eikonal depends directly from the the focusing velocity but only indirectly from
the mapping velocity, through ttdifferential mapping factor op,. Furthermore, because,

is the vertical integral of the horizontal derivative \¢f,, whenV,, is assumed to be propor-
tional to Vs with a constant of proportionality that is only function of depth; that is,

Vm (Z, X) = (Z) Vf (Z, X) 1 (7)

the focusing eikonal becomes independent fim

This property is easily demonstrated by performing the change of variable Zrom
defined in equation (2) in the integral that defimgsin equation (5). After this change of
variable the expression fet, as a function ot becomes

In the companion paper (1997) we analyze the errors caused by assygeqgal too; when
the condition of equation (7) in not exactly fulfilled.

The previous result demonstrates that, as long as the condition of equation (7) is satisfied,
reflection data can be focused without knowledge of the mapping velocity, and thus that the
focusing step and the mapping step can be performed sequentially.

Notice that in an horizontally stratified medium the focusing eikonal becomes the eikonal
for an elliptical anisotropic medium with normalized vertical “velocity” equal to 2. If the
velocity is laterally varying, neglecting; is equivalent to neglecting the thin-lens term in
finite-difference time migration (Hatton et al., 1981). Raynaud and Thore (1993) used this
approximation to trace rays in thedomain.

The presence of the differential mapping factgr in the focusing eikonal makes the
separation of the mapping and the focusing processes imperfect. Therefore the eikonal in
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equation (1) should be properly callgdasi-focusing An interesting development would be

to substitute for the transformation of variables defined by equations (2) and (3) a different
transformation of variables for whickx would be uniformly zero even in a laterally varying
medium. We speculate that this transformation of variable is the one induced by the image
rays (Hubral, 1977).

Finally we should notice that the expressions for evaluatingiven in equation (5), or
even in equation (8), are not convenient when working in(th&¢) domain, because they
require the evaluation of spatial derivatives in {agx). It can be easily demonstrated tlat
can be evaluated using the following expression,

2 8z 1 fan(r/,é) ,
“f(”5)“vf(u&)%‘_vf(r,s)/o TR ®)

Ray tracing in (z,&)

The solutions to the focusing eikonal can be computed using current methods for solving
the standard eikonal, either directly by modern eikonal solvers (Sethian and Popovici, 1997;
Fomel, 1997), or by ray tracing. We chose a ray tracing solution, because for reflection to-
mography is handier to have rays than traveltime maps.

To derive the ray-tracing system for the focusing eikonal we begin by writing its associated
Hamiltonian as a function of the ray parametpysand pg,

1
H (¢.8,Pr. Pe) = 5 {4024+ VP [P +or e} (10)

The associated ray-tracing equation are:

dé

= = Vi(petoip)

dr

g = = Vior(petorp)+4p,

dpg oH 2, Vi o dot

= —%= - c) Vi—+Vip: t) oo

dt & [(pé+of|0) f 9% +Vip (p§+0fp) T

dp; 2., OVs dot

il —[(ps+0fpr) Vf¥+Vf2pf(ps+afpf)¥]. (11)

Rays can be traced (i, &) by solving the ray-tracing equations in (11) by a standard ODE
solver. The appropriate initial conditions for the ray parameperand p: when the source is
at(zo,&0) and the take-off angle &, are:

b, = CcoY;
0 2
sing,
Do = [V (0.k0) ! (70.%0) pto] ' (12)



SEP-95 “Focusing” eikonal 407

To test the accuracy of our derivations we numerically solved the ray tracing equations (11)
for a heterogeneous velocity function, and compared the results with a ray-tracing solution of
the standard eikonal equation. As expectedays map exactly inta-rays, for all velocity
fields. Figure 1 and Figure 2 show an example of the ray field when the velocity function
is a Gaussian-shaped negative velocity anomaly superimposed onto a constant velocity back-
ground. Notice that the focusing eikonal handles correctly the caustic and wavefront tripli-
cation below the anomaly. Figure 3 shows the effects of neglecting the differential mapping
factoro;. It shows ther-rays computed setting; to zero, and remapped in{@,x). The
wavefronts are distorted compared to the true wavefronts shown in Figure 1

REFLECTION TOMOGRAPHY IN (z,§)

One of the potential application of the focusing eikonal is reflection tomography. Because
both the velocity function and the reflectors are more “stationary” in(thg) domain than

in the (z,x), we speculate that reflection tomography performe¢rig) is more stable than
reflection tomography performed (g, x).

To perform reflection tomography, in addition to ray tracing, we need to compute the gra-
dient of traveltimes with respect to the velocity function and to handle correctly the reflections
at the boundaries. Appendix A shows the relationships between the ray parameters of the inci-
dent and reflected-rays at a planar interface. In this section we derive the traveltime gradients
for t-rays. The derivation is straightforward and is based on Fermat principle applied to the
T-rays.

The transformation of variables defined in equations (2) and (3) implies the following
relationships between the differential quantitjgg,dx) and(dz,d¢).

dz = 7dr— 5 dé (13)
dx = d&. (14)

Applying this transformations to the expression of the time increment al@agg, leads to
the equivalent expression for the the time increment alongay,

dz2 dx? dr —ordg \? > 1o
V—r%'*‘v—fz—\/(T) + Srdé=, (15)

where$; is the focusing slowness. The first derivative of the time increrdéntith respect
to the focusing slowness is given by

ddy S dg? dé}_ (dz —41dé) dg dé“f (16)

ds \/(dr afdg) & %e2 dS 4\/(dr afds) Sfdgz

§de2d&  (dr —47dg)de déy
= —= = ~ (17)
dt d& 4dt, d&
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Figure 1: Ray field inz,x) domain with a negative velocity anomaly in constant background.
foceiko-Raytau-z-af{NR]
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Figure 2: Ray field in(zr,&) domain with a negative velocity anomaly in constant background.
This ray field maps exactly into the one shown in Figurhfdceiko-Raytau-aﬂNR]
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Figure 3: Ray field iffz, x) domain computed assuming the differential mapping factequal
to zero. This ray field is different than the one shown i n Figurb‘dceiko-Raytau-eII-z-ah
INR]

where the tildes on the variables indicate that they are evaluated along the raypath.

Applying Fermat principle, the first order perturbations in the traveltilmésaused by
perturbations in slownessS; are given by the following integral evaluated along the unper-
turbed raypath-ray,

d(dt)
At = ——AS dl, 18
~/r—ray d$ > (18)

wheredl is the path-length increment. Notice that theay is not stationary in théz, x)
domain, but that the term in equation (17) that includge$akes into account the perturbation
of the raypath in th€z, x) domain.

Tracking reflectors movements

One of the most challenging problems of reflection tomography is to track correctly the move-
ment of reflectors caused by changes in velocity. Usually the reflectors are parametrized inde-
pendently from velocity and large reflectors movement can cause instability in the inversion
process. One of the potential advantageérof) tomography ove(z, x) tomography is that
reflectors move less in t{e, £) than in thgz, x) domain, and that they move more consistently
with the velocity function.
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This reflector movement caused by velocity perturbations can be subdividedsidaal
migrationcomponent and eesidual mappinggomponent. One of the advantageg«f) to-
mography is that the residual mapping is automatically taken into account by the linearization
introduced in equation (17). In contraét, x) tomography has an additional term to take into
account both the residual mapping and migration effects. In the examples shown in this paper
we used the following adaptation of the expression presented by Stork and Clayton (1991) to
correct for the residual mapping (g, x) tomography:

At = AZ(pzy + Pzq) (19)

where Az is the reflector vertical movement, whifg; and p,, are respectively the vertical

ray parameters of the incident and reflected rays at the reflection point. To be consistent in the
comparison betweefr, &) domain tomography an@, x) domain tomography, we computed

Az as a residual mapping term along the vertical path. The residual migration term could be
computed by performing a residual map migration of the zero-offset arrivals. This residual
migration term could be added to bdth &) domain tomography an@, x) domain tomogra-

phy. For(z,&) tomography the expression linking tiler caused by residual migration to the
corresponding traveltime perturbations would be similar to equation (19); that is,

At = AT (Pry + Pry)- (20)

Comparing linearizations of forward modeling in (z,&) and (z,X)

One of the motivations for performing tomography(in&) domain is to improve the linearity

of the forward modeling problem. Therefore, we compare the accuracy of the linearized for-
ward modeling for th€z,&) tomography with the linearized forward modeling for ttzex)
tomography in a few significant examples. To make this comparison we define a reflector
geometry, and a velocity model, that we call the “true” model. The true model is defined as a
velocity anomaly superimposed onto a background model. Then we define a starting velocity
model and a starting reflector geometry. We assume that the starting model was estimated by
interpreting a migrated section, therefore the starting velocity model izt{§¢ domain is

equal to the background model in the &) domain. The starting model in tl{e, x) domain

is defined by the starting model in tlfe,&) domain mapped into depth. Notice that while
both the true and the starting models map into each other according to the mapping defined in
equations (2) and (3), their perturbations do not. The starting reflector geometry is the results
of map-migrating the true zero-offset arrivals assuming the starting velocity model.

To analyze the linearity of the forward modeling, we compare the linearization errors of
the two different tomographic methods. We define the linearization errors as the differences
between the reflection traveltimes modeled with the true model, and the reflection traveltimes
that are predicted by linearizing the forward modeling at the starting model. To compute
the traveltimes perturbations we set as velocity perturbations the difference between the true
model and the starting model.

The true model for the first example is a positive Gaussian-shaped velocity anomaly with
peak amplitude of 0.5 km/s superimposed onto a constant velocity background of 2 km/s.
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Figure 4: True velocity model with superimposed both the starting (dashed) and true reflectors
(solid) in both the(z,x) and(z,&) domains. A few reflected raypaths are superimposed onto
the model. | foceiko-Comp-flat[NR]

We positioned two flat reflectors. The deep reflector at 3 km is below the anomaly, while
the shallow one at 2 km cuts through the anomaly. Figure 4 shows the true velocity model
with superimposed both the starting (dashed lines) and the true reflectors (solid lines) along
with few reflected raypaths. The raypaths on the left are traced ifrt§¢ domain while the
raypaths on the right are traced in {fzex) domain. We can notice how both the reflectors and
the rays move less in the, &) representation.

Figure 5 shows comparison of the linearization errors in modeling traveltimes of the re-
flections from the deeper reflector. The errors are shown as a function of the midpoint for two
different offsets. The thicker lines show the errors at zero offset, and the thinner lines show
the errors at 3.2 km offset. The solid lines show the error inz) domain and the dashed
lines show the errors ifr,&) domain. There is no significant differences in errors between
the two domains. This result is not surprising since the background model is constant and the
deeper reflector does not interfere with the anomaly.

Figure 6 shows comparison of the linearization errors in modeling traveltimes of the re-
flections from the shallower reflector. In this case the reflector interferes with the anomaly,
and the errors fofr,&) domain tomography are smaller. We explain these differences with the
interference between the reflector movements and the velocity perturbations.
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The second example has a more complex background velocity. A fast body (e.g. salt
layer) is placed at depth, below a shallow positive anomaly. The shallow anomaly distorts
the time image of the fast body. Because we assume that the shallow anomaly is not known,
the fast body is vertically distorted in tHe,x) domain starting model. On the contrary, in
the (7,£) domain the fast body has the same position in both the starting and true model.
Figure 7 show the true velocity model and the reflector geometry ir{zhg domain. A
contour plot of the starting model is superimposed onto the true model to illustrate the vertical
distortion of the fast body. A sample of zero-offset rays for both the true (solid lines) and the
starting models (dashed lines) are superimposed onto the velocity model. Figure 8 shows the
equivalent objects of Figure 7, but in tle £) domain.

Figure 9 show the linearization errors for zero-offset reflections and 2 km offset reflections.
The solid lines show the error in tlig, x) domain and the dashed lines show the errdei§)
domain. The errors fofr, &) domain tomography are smaller, although the differences are not
that large.

The final example is similar to the previous one, except that the shallow anomaly is nega-
tive instead of positive. In this case, surprisingly, the linearization errors shown in Figure 10
are lower for thgz, x) domain tomography. than for tlfe, £) domain tomography. A possible
explanation of these results is that, by coincidence, the additional errors (r, #)alomain
caused by the reflectors and velocity model movements have opposite sign of the errors caused
by the non-linear behavior of the forward modeling.

A comparison of Figure 7 with Figure 8 shows that the deep, fast body shifts vertically
in (z,x) domain (Figure 7) while it is stationary in tlfe,&) (Figure 8). Because of the depth
shift of the fast body, the velocity perturbations in {agx) domain are a dipole with a positive
and negative anomaly close to each other. Usually tomographic inversions strongly penalize
features like a dipole that are rapidly variant in space. They are difficult to resolve by tomog-
raphy, and they can lead to divergence if not kept in check. Therefore correcting the initial
distortion by a linearized inversion would be difficult; a full migration followed by reflector
interpretation are probably required.

CONCLUSIONS

The focusing eikonal equation exactly models the traveltimes in a heterogeneous medium
parametrized by the vertical traveltimein place of deptle. The solutions of the focusing
eikonal can be efficiently computed by solving the associated ray tracing equations.

A potential application of the focusing eikonal that we intend to investigate further is
reflection tomography. Our preliminary analysis of the linearization errorézfa) domain
tomography andr, &) domain tomography shows that, when reflectors’ movements interfere
with velocity perturbations(z,&) tomography behaves more linearly th@nx) tomography.
However, we feel that our analysis is only preliminary. A natural next step is to analyze the
back-projection operators, and compare their properties. Further on we should perform full
non-linear tomographic tests.
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APPENDIX A
REFLECTIONS IN (t,£)

In this Appendix we derive the relationships between the ray parameterswféys reflected

from a planar dipping reflector, and the ray parameters of the incident rays. We start by the
equivalent relationship foz-rays. The ray parameters of the reflectedy (pxﬂ, pxﬂ) are
related to the ray parameters of the incidemays (pX“, leL) as follows:

Pxp = PxyCOS2z+ Py SiN2x,
Pzy = Pxy SiN20; — Pz COS 2y, (A-1)

whereq; is the dip angle of the reflector.

The ray parameters of therays are related to the ray parameters ofzhays by

Px = Pe+ PO
2
P2 = Py (A-2)

Substituting equation A-2 into equation A-1 we get
\% \Y,
Pry = péilf Sin2x;+ pry (GfT sin 2az—0052xz) (A-3)

otV . 2 o‘fZV .
Pen = Pey costZ—Tstxz + Pry | 201 COS 2, + v 2 sinZo, | .

The dipa; of a reflector in depth is related to the time-dip angleby

tana, = % (tana; —ot). (A-4)
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Figure 5: Linearization errors for the deep reflector at zero offset (thick) and 3.2 km offset
(thin): solid lines for(z, x) domain tomography and dashed lines(fo ) domain tomography.
| foceiko-Comp-tomo-fld{NR]
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Figure 6: Linearization errors for the shallow reflector at zero offset (thick) and 3.2 km offset
(thin): solid lines for(z, x) domain tomography and dashed lines(fa ) domain tomography.
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Figure 7: True velocity model i(e, x) domain with a superimposed a contour plot of the start-
ing velocity model. The reflector geometries and a few zero-offset raypaths are superimposed
onto the model.| foceiko-Movez-dig [NR]
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Figure 8: True velocity model ir, &) domain with a superimposed a contour plot of the start-
ing velocity model. The reflector geometries and a few zero-offset raypaths are superimposed
onto the model.| foceiko-Movetau-dip[NR]
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Figure 9: Linearization errors for the positive anomaly case at zero offset (thick) and 2 km
offset (thin) (solid lines foilz,x) domain tomography and dashed lines foy¢) domain to-
mography). | foceiko-Comp-tomo-dip-pd$NR]
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Figure 10: Linearization errors for the negative anomaly case at zero offset (thick) and 2
km offset (thin) (solid lines fo(z,x) domain tomography and dashed lines foy¢) domain
tomography). | foceiko-Comp-tomo-dip-négNR]
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