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Short Note

Target-oriented wave-equation inversion: Sigsbee model

Alejandro A. Valenciano, Biondo Biondi, and Antoine Guitto

INTRODUCTION

Sigsbee model is often used as a benchmark for migrati@rsion algorithms due to its
geological complexity. The data was modeled by simulatireggeological setting found on
the Sigsbee escarpment in the deep-water Gulf of Mexico. riibéel exhibits illumination
problems due to the complex salt shape, with a rugose salt top

When the subsurface is complex, migration operators pduages with reflectors cor-
rectly positioned but biased amplitudes (Prucha et al.02B0ehl and Sacchi, 2001). That is
why an inversion formalism (Tarantola, 1987) needs to bd ts@ccount for that problem.

In this paper, we apply the target-oriented wave-equatigarsion idea presented in Va-
lenciano et al. (2005) to the Sigsbee data. Due to the commocity structure and the
limited acquisition cable length, the reflectors are nainilinated from all reflection angles.
That highlights the need of a more sophisticated regulaoizan the angle domain (Prucha
et al., 2000; Kuehl and Sacchi, 2001; Valenciano and Biad2@5) than the simple damping
proposed by Valenciano et al. (2005).

INVERSION SETTING

Linear least-squares inversion

Tarantola (1987) formalizes the geophysical inverse gmolby giving a theoretical approach
to compensate for experiment deficiencies (e.g., acquisgeometry, obstacles), while being
consistent with the acquired data. His approach can be suzedass follows: given a linear
modeling operatok. compute synthetic datd, using,

d=Lm, 1)
wherem is a reflectivity model, and given the recorded ddgg, a quadratic cost function,

S(m) = [|d — dops||® = [LM — dopsl|?, )
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is formed. The model of the earth that minimizesS(m) is given by

= (L'L) 'L dops 3)
= H_lmmig, 4)

3> 2

whereL’ (migration operator) is the adjoint of the linear modelingematorL, mpq is the
migration image, antl = L'L is the Hessian o§(m).

The main difficulty with this approach is the explicit calatibn of the Hessian inverse. In
practice, it is more feasible to compute the least-squanesse image as the solution of the
linear system of equations

by using an iterative conjugate gradient algorithm.

Another difficulty with this approach is that the explicitcalation of the Hessian for the
entire model space is impractical. Valenciano and Bion@04) and Valenciano et al. (2005)
discuss a way to make this problem more tractable.

Non-stationary least-squares filtering

The condition number of the target-oriented Hessian matiixbe high, making the solution
of the non-stationary least-squares filtering problem wagign (5) unstable. One solution is
adding a smoothing regularization operator to equation (5)

elm ~ 0, (6)
where the choice of the identity operatby &s regularization operator is customary. A more
sophisticated regularization scheme could involve apgly smoothing operator in the reflec-
tion angle (or offset ray-parameter) dimension (Pruchd.e2@00; Kuehl and Sacchi, 2001)
or, more generally, in the reflection and azimuth angles egqeed by Valenciano and Biondi
(2005).

NUMERICAL RESULTS: SIGSBEE MODEL

The Sigsbee data set was modeled by simulating the geolagittang found on the Sigsbee
escarpment in the deep-water Gulf of Mexico. The model asshibe illumination problems
due to the complex salt shape, characterized by a rugos®gdkee Figure 1). We choose a
target zone (indicated with the "target” box in Figure 1) ¢ée she effects of illumination on
imaging close to the salt.

Figure 2 shows the shot-profile migration image (using comsselation imaging con-
dition) corresponding to the portion of Sigsbee model shawfigure 1. Notice how the
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Figure 1. Sigsbee velocity model, target zone indicatedhwihe "target" box.
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Figure 2: Sigsbee shot-profile migration image using comgselation imaging condition.
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diffractor amplitudes located at 17000 feet depth fade aagthey get closer to the salt. The
same happens to the reflectors as they get close to the salt.

Figure 3 shows a 2% 7 coefficient filter (target-oriented Hessian) at constaptk as the
x coordinate moves from the sediments to the salt boundagur&i3a shows point 1, with
coordinatesc = (17000, 30000f t (far from the salt). Figure 3b shows point 2, with coordi-
nates< = (17000, 34000F t. Figure 3c shows point 3, with coordinates: (17000, 38000} t.
Figure 3d shows point 4, with coordinates- (17000,420005t .
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Figure 3: Hessian of the Sigsbee model, (a) point=t (17000,300005t, (b) point 2x =
(17000, 340007¥t, (c) point 3x = (17000,38000f t, and (d) point 4x = (17000,42000} t.
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Unlike the constant velocity case (Valenciano et al., 20@% shape of the filter is not
dependent only on the acquisition geometry but the subseidaometry (presence of the salt
body). In the area unaffected by the salt the filter looks Hraesas is the constant velocity
case, but as we get closer to the salt the illumination vgnestensity and angle) and the
filter behaves differently. This is due to a focusing and desing effect created by the salt.
To correct this effect we computed the least-squares ievierage, by the method described
in Valenciano et al. (2005).

Figure 4 shows a comparison between the migration and tleesion images in the target
area. The stratigraphic model is shown in Figure 4a. Notieeseven equal-strength point
diffractors and the position of the faults. Figure 4b sholes ititumination, which is the di-
agonal of the Hessian matrix (dark is high illumination ligdlow illumination). Notice the
decrease in the illumination as it gets closer to the sal wie exception of a narrow strip
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Figure 4: Target area comparison. (a) stratigraphic mddgi/lumination (dark is high and
light is low), (c) migration, and (d) inversionalejandro2-comp_Sis_fUlICR]

where energy focuses close to the salt. The migration risssitown in Figure 4c. The reflec-
tors dim out as they get closer to the salt. In contrast, [eigdrshows the inversion result, the
resolution increases (especially to the left of the image) the section looks more balance.
Also notice how the diffractors amplitude is better balahce

At the right of the image the resolution did not increase ashhas to the left. This is due
to the fact that data values (migration) to the left are bighgen to the right (Figure 4c), and
so are the data residuals. Thus, the solver expends mo tifite decreasing the residuals in
that area.

To test the previous hypothesis we did the inversion only@low-illumination, reduced
target area (Figure 5). Figure 5a shows the illuminatioaddnal of the Hessian matrix) in the
low-illumination area. Figure 5b shows the migration in tbe-illumination area. Figure 5c
shows the inversion performed in the full target area to m#te dimensions of the inversion
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Figure 5. Reduced target area comparison. (a) illumingiitamk is high and light is low),
(b) migration, (c) inversion in the full target area, andif@)ersion in the reduced target area.
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on the low-illumination area which is shown in Figure 5d. fiehare substantial differences
between the two inversion results: the result in the lownilination area has better resolution
than the one in the full target area, and the last diffragigh{ corner) is more energetic in the
result in the low-illumination than the one done in the faliget area.

In general, even though inversion gives more balanced atterlvesolved images, it also
produces more noisy results. Thus, a more sophisticatedaration might be necessary.
Prucha et al. (2000) and Kuehl and Sacchi (2001) proposg asgmoothing operator in the
reflection angle (offset ray parameter) dimension. Vakemeiand Biondi (2005) proposes a
more general regularization in the reflection and azimutjieadimensions.
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CONCLUSIONS

Imaging the Sigsbee model highlights the need of a regaitoiz in the angle domain of the
target-oriented wave equation inversion problem (Pru¢hh,2000; Kuehl and Sacchi, 2001;
Valenciano and Biondi, 2005). Even though the inversioregi& more balanced sections and
higher resolution images, it also increases the noise.
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