
Fast velocity model evaluation with synthesized

wavefields

Adam Halpert

ABSTRACT

Sophisticated interpretation tools such as automatic image segmentation allow
for near-instant creation of multiple, geologically-plausible velocity models for
a given imaging target. However, testing each of these models via remigration
of the full dataset is not computationally feasible. By using an initial image to
synthesize both an areal source function and a Born-modeled dataset, a large
number of models can be tested and evaluated in a fraction of the time required
for even a single migration of the full dataset. Tests using synthetic 2D data
suggest that this method can demonstrate the impact of imaging using different
models, even with small differences among them. Furthermore, a measure of
image focusing can help quantify the relative merits of the different models.

INTRODUCTION

Because of the high velocity contrast between salt and sediments, accurate interpreta-
tion of subsurface salt structures is vital to obtaining a high-quality seismic image. A
variety of tools have been developed to aid interpreters in this task, including several
different approaches to automatic seismic image segmentation (Lomask et al., 2007;
Halpert, 2011). Methods such as these can provide several possible salt body inter-
pretations, whether through uncertainty analysis of the boundary (Lomask, 2007) or
interpreter guidance of segmentation results (Halpert et al., 2011). Because of com-
putational constraints, it is often not feasible to run full migrations to test each of
the possible models. Therefore, methods to quickly and efficiently test the imaging
effects of each model are of great interest.

Several approaches to the problem of fast re-migration of seismic data have been
proposed. Many of these approaches rely on a fast variant of beam migration (Hill,
1990), one form of target-oriented imaging. Beam-based methods (Wang et al., 2008)
operate in the post-stack domain, and often rely on qualitative judgments of im-
age quality to evaluate different velocity models. Pre-stack imaging methods using
reverse-time migration (RTM) have also been proposed (Wang et al., 2011), and would
allow for analysis of valuable velocity information in the form of subsurface-offset or
angle gathers. However, at present this approach is likely only feasible when testing
a small number of limited-size models. A further option, and the one explored here,
is to synthesize new datasets from an initial image, and use these datasets to test
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velocity models. First, a new source wavefield can be derived from the initial image
using modified prestack exploding reflector modeling (Guerra, 2010). This allows
information from the inevitable velocity errors in the initial model to be preserved
and, hopefully, corrected. Second, a form of Born modeling (Stolt and Benson, 1986)
can be used to synthesize a new dataset from the initial image (Tang and Biondi,
2010; Tang, 2011). The new dataset can be designed with an arbitrary acquisition
geometry, creating opportunities for target-oriented imaging. Furthermore, since a
generalized source function is used, a useful image with prestack velocity information
can be obtained by migrating only a single shot. Crosstalk artifacts can be avoided
by targeting only small, isolated locations from the initial image. This approach
also allows for a simple quantitative measure of image quality or focusing. In the
following sections, this method will be described and demonstrated using data from
the 2D Sigsbee synthetic model. The accuracy and computational efficiency of the
results show great promise for this method working in conjuction with automatic
segmentation as part of a full 3D interactive interpretation toolbox.

METHOD

The procedure for Born modeling and migration to quickly test velocity models is
detailed in Halpert and Tang (2011). To summarize, the major steps of the process
are:

1. Using one or more subsurface offset gathers from the initial prestack image,
create an areal source function via upward continuation. This is similar to the
“exploding reflector” concept (Claerbout, 2005), but inclusion of the prestack
subsurface-offset data is important for attempts to improve upon the initial
velocity model. Mathematically, this areal source is described as

S(xs, ω) =
∑
x′

∑
h

G∗(x′ − h,xs, ω)m(x′,h), (1)

where xs = (xs, ys, zs) are the arbitrarily defined locations where the wavefield
will be recorded; h is the vector of subsurface half-offsets; ω is angular frequency;
m is the initial image from which data is injected at isolated regions defined
by x′; and G is the Green’s function propagating the wavefield to the receiver
locations (here, ∗ denotes the adjoint). Because the wavefield can be recorded
at arbitrary locations, this method provides a simple means of re-datuming,
which can lead to significant computational savings.

2. Use the new source function from step 1 and a reflectivity model based on the
initial image to generate a new dataset with acquisition geometry best suited
to image the target area. This can be accomplished via Born modeling, if we
synthesize the new dataset d′ and record it at arbitrary receiver locations xr:

d′(xr, ω) =
∑
x′

∑
h

Γ(xs,h, ω)G(x′ + h,x′
r, ω)m(x′,h). (2)

SEP-147



Halpert 3 Fast velocity model testing

Here, m is the reflectivity model (in our case, the isolated regions from the
initial image), and the Γ term is defined as

Γ(xs,h, ω) =
∑
xs

S(xs, ω)G(xs,x
′ − h, ω), (3)

where S is the source function described in step 1. Because the velocity model
used to compute the Green’s functions is the same one used to generate the ini-
tial image, the resulting Born-modeled wavefield d′(x′

r, ω) will be kinematically
invariant regardless of the initial model (Tang, 2011). This is important because
the initial model will inevitably contain errors, and the goal of the procedure
described here is to improve upon it.

3. Using the synthesized data obtained in Step 2, and the source function from
Step 1, generate an image using standard downward-continuation migration:

m′(x′,h) =
∑

ω

G∗(x′ − h, ω)
∑
xr

G∗(x′ + h,x′
r, ω)d′(xr, ω). (4)

Now, any velocity model can be used to compute the Green’s functions. This
step is extremely computationally efficient compared to a full migration of the
original data, allowing for testing of several possible velocity models in a fraction
of the time it would take to evaluate them using standard migration techniques.

With the procedure outlined above, significant savings may be realized if only
a single shot is migrated, a situation made possible by the fact that an areal source
function is used along with an arbitrary acquisition geometry. However, in many cases
an image obtained in this manner is contaminated by crosstalk artifacts. Various
solutions to the crosstalk attenuation problem have been proposed, for example using
multiple phase-encoded shots (Romero et al., 2000; Tang, 2008). Unfortunately, this
approach would hinder the computational efficiency of the evaluation procedure –
one of its primary considerations. Instead, the procedure described above is applied
only to isolated locations from a single reflector in the initial image. As long as
these locations are separated by at least twice the maximum subsurface offset value
used to synthesize the new source and receiver wavefields, any crosstalk problems
should be avoided. This method also allows an interpreter or model-builder to select
reflectors he or she thinks would be most sensitive to changes in the velocity model –
for example, the base of salt.

Evaluation criteria

Since the goal of the steps outlined above is to test the accuracy of several different
models, there must be a way to judge or evaluate the images corresponding to each.
In some cases, a qualitative judgment may suffice; for example, if one model clearly
focuses the data at zero subsurface-offset. However, a quantitative measure of image
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quality would also be useful. Since only isolated locations are being imaged, we can
expect a “perfect” velocity model to focus all an image’s energy at zero subsurface-
offset. Therefore, a simple measure of image quality calculates what proportion of
the energy indeed resides at zero or near-zero subsurface-offset:

F =

∑
i=p |Ai|∑

i=p |Ai| exp (α |hi|
hmax

)
, (5)

where p is the set of all image points, Ai is the amplitude at a given point, hi is
the subsurface offset at that point, and α is an optional user-specified weighting
parameter. This idea is similar to the motivation behind some inversion schemes
such as differential semblance optimization (Symes and Carazzone, 1991). Using this
measure, a value of F = 1 means that all energy is perfectly focused at zero offset;
as F decreases toward zero the image becomes progressively less focused. Ideally, a
measure such as this one would allow a more rigorous comparison among possible
models when a more qualitative comparison fails to yield an obvious result.

SYNTHETIC EXAMPLE

The above procedure will now be demonstrated using two different initial images
derived from the Sigsbee synthetic model. Figure 1(a) is a perfect-velocity, full mi-
gration of the Sigsbee data, which will be used for the first example. Figure 1(b)
shows a manually-picked reflector chosen for further analysis; in this case, the base
salt has been chosen because it should be particularly sensitive to different interpre-
tations of the salt body’s shape and velocity, the two model variations that will be
tested. Finally, Figure 2 shows two image locations isolated from the selected reflec-
tor. Note that most of the energy is focused near zero subsurface-offset, since the
true velocity model was used for the initial image.

After synthesizing the source and receiver wavefields as described in the previous
section, the new wavefields were imaged using three different velocity models. First,
the true model, seen in Figure 3(a). Second, an alternative model created via au-
tomatic image segmentation, in which an interpreter has chosen to include an extra
chunk of salt (Figure 3(b)). The third model tested was identical to the true model
in salt shape, but with a salt velocity 5% slower than the true model.

Resulting images from the Born-modeled data are seen in Figure 4. Panel 4(b),
the result of migrating with the extra-salt model in Figure 3(b), is clearly the least
well-focused image. However, it is difficult to qualitatively distinguish between the
other two results. Table 1 gives the results of calculating the F value from equation
5 for each of the images. As expected, the result using the true model has a higher
F value, indicating it is more well-focused.

The second example uses an initial image created with an incorrect velocity model;
in this case, the “slow salt” model described above. The results corresponding to each

SEP-147



Halpert 5 Fast velocity model testing

(a)

(b)

Figure 1: (a) A true velocity image using data from a section of the Sigsbee synthetic
model; and (b) a base-of-salt reflector selected for further analysis because of its
sensitivity to changes in the salt interpretation. [CR]
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Figure 2: Isolated image locations
selected from the reflector picked
in Figure 1(b). [ER]

Migration model F value
True velocity 0.883
Extra salt 0.879
Slow salt 0.864

Table 1: Calculations from equation 5 for each migration velocity model, after the
initial image and synthesized wavefields were created using the true velocity model.

velocity model can be seen in Figure 5. Again, the extra-salt model is clearly infe-
rior, but the differences between the other two results are more subtle. The F -value
calculations in Table 2 confirm that the true model yields the optimal result, even
though the slow-salt model was used to create the initial image and both synthesized
datasets. In both examples, the differences between the calculated F values are rela-
tively small; further investigation should determine how confidently such differences
may be interpreted, especially when working with noisier field data.

Migration model F value
True velocity 0.621
Extra salt 0.561
Slow salt 0.613

Table 2: Calculations from equation 5 for each migration velocity model, after the
initial image and synthesized wavefields were created using the “slow salt” velocity
model.
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Figure 3: Two different velocity models to be tested. The model in (a) is the true
Sigsbee model, while (b) is an alternate model created by one possible automatic
segmentation of the initial image. [ER]
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(a)

(b)

(c)

Figure 4: Three images of the Born-modeled data using three different migration
velocity models: (a) the true model; (b) the extra-salt model; and (c) the slow-salt
model. In this example, the initial image was created with the true model. [ER]
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(a)

(b)

(c)

Figure 5: Three images of the Born-modeled data using three different migration
velocity models: (a) the true model; (b) the extra-salt model; and (c) the slow-salt
model. In this example, the initial image was created with the slow-salt model. [ER]
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CONCLUSIONS

When several different velocity models are options for a given dataset, they can
be quickly tested using wavefields synthesized from an initial image. Incorporating
prestack velocity information from the initial image into both an areal source func-
tion and a Born-modeled receiver wavefield allows errors in the initial model to be
taken into account and rectified when a more accurate model is tested. Finally, by
imaging only isolated locations along a reflector, tests can be conducted in a fraction
of the time required for a full migration by migrating only a single shot. Tests on
data from the Sigsbee synthetic model demonstrated that this method can effectively
discriminate between models, even if they differ only slightly in terms of salt shape
or velocity, or if the initial image was created with an inaccurate model. Finally, a
quantitative measure of image quality helped identify the most accurate model when
qualitative comparisons were inconclusive.
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