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ABSTRACT

We develop the theory for implementing multiparameter full-waveform inver-
sion using high-order accurate summation-by-parts finite difference operators and
weak enforcement of boundary conditions. With these discrete operators, we de-
rive the semi-discrete adjoint equations and gradients that closely mimic those of
the continuous problem. We provide a numerical example in which we estimate
the source time function from synthetic pressure data. We anticipate that this
formulation will be useful for complicated modeling scenarios such as modeling
point sources directly on the ocean bottom interface.

INTRODUCTION

As imaging targets become increasingly complex and more information is desired
from the subsurface, more advanced acquisition, imaging and modeling algorithms are
required. One such example of this is the increase in the desire to estimate the elastic
parameters of the subsurface. For marine data this requires placing either ocean-
bottom nodes or cables on the seafloor to record the elastic wavefield. Then when
Zoeppritz approximation fails, methods such as elastic full-waveform inversion (FWT)
are required to obtain reliable estimates of subsurface elastic parameters (Biondi et al.|
2016)). To perform elastic FWI, in addition to accurate starting models, accurate
finite-difference modeling schemes are needed to ensure adequate data-fitting.

FWI is a partial differential equation (PDE)-constrained optimization problem that
is commonly minimized via gradient-based methods (Bradley, [2013). The gradient
calculation of the FWI objective function requires a solution to what is known as
the forward (PDE) and an adjoint PDE. Using a standard least-squares misfit, the
source of the adjoint PDE is the mismatch between the predicted data and the actual
data and is injected at the receiver locations. For the ocean-bottom acquisition setup,
this requires solving the adjoint PDE with a source directly on a fluid-solid interface.
Handling this interface in the correct manner has not been well-studied in the context
of FWL |Ober et al. (2016) use a discontinuous-galerkin scheme and impose that
the normal component of velocity is continuous across the boundary and that the
tangential component of the traction along the boundary is zero. While there have
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been several case studies in which elastic FWI has been performed with ocean-bottom
multicomponent data,((Sears et al.| 2010} |[Prieux et al., [2013;|Ober et al., [2016; Alves,
2017)) none provide a rigorous treatment of how to solve the elastic wave equation
with a source at the fluid-solid interface and a finite-difference discretization.

The work herein describes how to systematically perform complex forward and ad-
joint modeling with a finite difference scheme known as summation-by-parts (SBP)
with the simultaneous approximation term method that weakly enforces the bound-
ary conditions. It has been successfully used in modeling situations with complex
geometry that require accurate solutions to the PDE at the boundary (Lotto and
Dunham, 2015; Duru and Dunham), 2016; |[Karlstrom and Dunham) 2016). Addition-
ally, the scheme is energy stable and can be generalized beyond just cartesian grids
allowing for an undulating ocean bottom. While this SBP finite difference scheme is
not new and has been used in solving a FWI for estimating a moment tensor source
(Sjogreen and Petersson 2014)), as well as reverse-time migration (Wang et al., 2017)),
what is new in this work is that we derive the adjoint equations and gradients for SBP
operators that operate on staggered grids. We show that the use of these operators
lead to self-adjoint spatial derivative operators. Moreover, we demonstrate that in
using this scheme, we achieve dual-consistency which indicates that the discretization
of the continuous adjoint equations is consistent with the discrete derivation of the
adjoint equations (Berg and Nordstrom, [2012]).

We begin with first setting up the FWI optimization problem for the continuous
case. We derive the adjoint equations and the gradient for the medium parameters
and source for a first-order acoustic wave equation. We then discretize the forward
equations in space using a SBP discretization and derive the adjoint equations and
gradient for the semi-discrete problem in the case in which we do not consider the
boundaries. We show that as for the continuous problem, the semi-discrete differential
operators are self-adjoint. We also show this for the scenario in which we have a free-
surface boundary condition. We then show a 1D numerical example in which we
estimate a source time function from synthetic pressure data.

ADJOINT EQUATIONS AND GRADIENT FOR THE
CONTINUOUS PROBLEM

We first derive the adjoint equations and gradient for the continuous problem. We do
this by first introducing the forward PDE which is a system of first-order equations
that describe wave propagation in an acoustic medium. While we limit our derivations
to the case of one-dimension, these derivations can be generalized to 3-dimensions.

The governing equations for our problem are the following momentum and mass
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with the following initial condition
v(xz,0) =0, p(z,0)=0, (3)

and where we have not specified any specific boundary condition. These equations
are the governing equations for waves propagating in a 1D acoustic medium with a
wave-speed ¢ = /K /p. v denotes particle velocity, p is the pressure, p is density, K
is bulk modulus and f(¢) is a source time function positioned at the source location
x,. For this example we set © > 0 and enforce boundary conditions on z = 0. We
will consider the forward problem for the free-surface boundary condition (p(0,t) =
0), a rigid boundary condition (v(0,¢) = 0) and non-reflecting boundary conditions
(p(0,t) + pcv(0,t) = 0).

Now we desire to look at the gradient and adjoint equations for the FWI problem in
which we desire to estimate the medium parameters, namely p and K, and the source
time function f(t). The PDE-constrained optimization problem can be written as

minimize  F(v,p,p, K, f(t)), where

p(z), K (), f(t)
T
w1 2

F(U D, paK f = 7/ xr, Udata(t)) dajdt

0

T
w
+ 2 [ (D@0, 1) = pasia(t))? dadt )

2
0

subject to pv +p, =0,

%p + v, — f(t)o(x —z5) =0,

where () indicates the entire spatial domain. Note that we have introduced the
additional constant weights w; and ws which control the contribution of residuals
from pressure and particle velocity respectively. In the case in which we have only
Pdata OF ONlY Vgata, then either wy or wy is zero. In the case in which we have both, then
we might choose w; = p, and we = K1 where the subscript 7 indicates the material
property at the receiver location. This choice of weights would result in minimizing
the energy of the residuals. Another possible choice could be w; = 1 and wy = 2,
where z, is the acoustic impedance at the receiver location. Also note that while this
functional is stated for a single receiver, it can be generalized in a straightforward
manner for an arbitrary number of receivers by adding additional terms to the misfit
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functional. We now introduce Lagrange multipliers A\i(x,¢) and Ag(z,t) which turn
this constrained optimization problem into an unconstrained problem

w1

T
L= / (s t) — vauea(t))? dvdlt
0

T T
—2/ P(Tr,t) — Daatalt dxdt—l—//)\l (p0 + p,) dzdt
0 0 Q

+/T/A2( p—|—vx—f(t)(5(:1:—xs)) dadt. (5)

We first desire to calculate first variation of the functional denoted as L. The first
variation is the change in the functional £ when the parameters of interest are changed
(0p, 0K and §f(t)). For our problem, we can write this as

0L 0L r oL

where the terms 6L /dp(x), 6L/IK (x) and §L/)f(t) are known as functional deriva-
tives. When using the adjoint method in the geophysics community, they are also
referred to as sensitivity kernels (Liu and Tromp|, 2008). Due to the fact that the
wavefields v and p are dependent on these material properties and source time func-
tion, we will also have terms dp and dv in our calculation of the first variation. The
first variation of equation [5| can be expressed as

T
5£:U}1/
0

-+ wo

— VUdata(Zr, t)) 0(x — z,)dvdxdt

:3\

(p(ZL’, t) - pdata(«fr? t))5($ - Ir)5pdxdt

St~
S

/)\1 (0pv + d0p + 6p,) dadt
0

+ Ao (=K 26Kp + K~'6p + dv, — 6f(t)0(z — xs)) dadt. (7)

Tt~y TT—
S

Now, in order to avoid computing the variations in the wavefields dv and dp we first
integrate by parts in space and in time all terms associated with spatial and temporal
derivatives of dv and dp. This will switch the derivatives on dp and dv to A\; and
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Ay and also introduce boundary terms. Performing this integration by parts and
grouping terms associated with dp and dv we obtain the following expression for the
augmented functional
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+ /K_l (Ao(z, T)op(z,T) — Ao(z,0)op(x,0)) dz

T
+ //)qdpij — K26 K X\op — M0 f (8)6(z — x5)dadt (8)
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Now that we have factored out the wavefield variation terms we can impose conditions
on the Lagrange multipliers in order to avoid the computation of these terms. The
conditions we impose are written as follows

PA 4 Aae = W1 (U — Vaaa)0 (2 — ), (9)

1.
E)Q + /\lm - w2(p - pdata)(s(x - Ir)a (10>
M@ T) =0, Ao(z,T) = 0. (11)

We observe that equations [9] and [10] are PDEs of the same form as equations [I] and
and make what are known as adjoint PDEs with terminal conditions [[1 We next
consider the conditions that we need to place on the Lagrange multipliers to derive
the adjoint boundary conditions.

Adjoint boundary terms

We now examine the boundary terms that appear in the expression

/ AL(0,8)5p(0, 1) + Ao (0, £)50(0, ¢)dt. (12)
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In order to obtain the adjoint boundary conditions from this expression, we first
impose a boundary condition on p(z,t) and v(x,t) which then implies a boundary
condition on dv(z,t) and dp(z,t) (Liu and Tromp, 2006) and then we derive the
resulting adjoint boundary condition by setting the Lagrange multipliers to force the
integrand to zero. We show this for the rigid, free surface and absorbing boundary
conditions.

Rigid boundary

For the rigid boundary, we impose that v(0,¢) = 0 = 6v(0,t) = 0. Using this fact we
find the adjoint boundary condition as A;(0,¢) = 0.

Free surface

Being that the free surface boundary condition (p(0,t) = dp(0,t) = 0) is the comple-
ment of the rigid boundary condition, we find then that \y(0,¢) = 0.

Absorbing boundary

For the absorbing boundary, we have that p(0,t) + pcv(0,t) = 0 = dp(0,t) +
pcév(0,t) = 0. Using this expression along with the integrand in equation ﬂ, we
find the adjoint absorbing boundary to be
—A1(0,t)pcév(0,t) + A2(0,t)6v(0,t) =0
= —pcAi(0,t) + X2(0,¢) = 0.

Gradients of the continuous problem
As equations [J]and [10]form a system of PDEs with terminal conditions[I1} we perform

a change of temporal coordinates 7 = T'—t = dr = —dt. This results in the following
time-reversed PDEs

—pAN] + Aoz = w1 (v — Vgata) (T — T1), (13)
1

—EXQ + Ao = W2(P — Pdata) (@ — 21), (14)

Mz, 7=0)=0, N(z,7=0)=0, (15)

where the \| indicates a derivative of Ay in 7. Additionally, we let —A\; = A3 which
results in the following system of PDEs

PNy 4+ Xop = w1 (V — Vgata)d (T — T,), (16)
1

?AIQ + )\33: = - w?(p - pdata)5($ - x’/‘); (17)

A3(z,7=0)=0, X(z,7=0)=0. (18)
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Note that this system is of the exact same form as the forward PDE shown in equa-
tions (1| and . Upon satisfying conditions (solving the adjoint equations) the
calculation of the first variation can be written as

T
5L = / / AOpi — K 25K Aop — N0 f ()8 (z — 2,)dadt (19)
0 Q

Recalling that the first variation has the form of equation[6] we can write the gradients
(functional derivatives) as follows

() (x, £)0(x, t)dt, (20)

K (x)
6L

>

o(x,t)0(x — xy)dx. (22)

/T

0

oL r

1 .

i = | el it (21)

0

5f(t) /

Q
Equations are consistent with what is observed in the literature (Plessix, 2000))
and amount to solving the forward PDE, calculating the residual, then injecting the
residual at the receiver locations as a source to the adjoint equations and finally either
cross-correlating the adjoint solution with a time-derivative of the forward solution
(equations [20121]) or restricting the adjoint solution to the source location (equation

7).

ADOINT EQUATIONS AND GRADIENT FOR THE
SEMI-DISCRETE PROBLEM

We now provide the derivation of the semi-discrete adjoint equation with SBP opera-
tors and the SAT method. We first begin by introducing SBP-SAT for both staggered
and non-staggered grids. We then pose the optimization problem and derive the ad-
joint equations and gradient.

Summation-by-parts (SBP) finite-difference operators

SBP finite-difference operators are very useful in that they allow for the derivation of a
numerical energy balance that closely resembles that of the continous energy balance.
This in turn allows for explicit proofs of stability of the numerical scheme (Karlstrom
and Dunham)| 2016). In this section, we give basic definitions of SBP operators and
summarize useful properties that we use in the derivations of the adjoint equations
with staggered SBP spatial derivative operators.
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For a semi-discrete PDE, a SBP spatial derivative has the form:
D=H'Q (23)

where H is a diagonal positive-definite matrix and Q is an almost skew-symmetric
matrix such that Q7 + Q = —Eq + Ey, where Eq and Ey are diagonal matrices with
one non-zero element in either the first or last element of the diagonal respectively.
As an example, the second-order accurate (on the interior) SBP operator is given by:

H=hdiag[ 3 1 1 --- 1 3], (24)
S -
Lot
Q:§ : (25)
-1 0 1
-1 1

though of course higher-order methods can be utilized. Note also that the structure of
Q will change depending on the treatment of the boundary conditions. For example,
for periodic boundary conditions, Q is in fact skew-symmetric. Additionally, we can
neglect to treat either the top or bottom boundary of the domain therefore leaving

Q" +Q=—E,.

The beauty of these operators is in the discrete analogy they make to integration-by-
parts. First, notice that we can write:

HD = —(HD)" - E; +E, (26)

because Q = HD. Now if we define the inner-product between two continuous
functions as:

(u,v) = /b u(z)o(z)dz

and therefore,

(12 = oy s =~ (24.0) + ot

where we used integration by parts. In the discrete case, we can write the inner
product of two vectors as:

(u,v) = u’Hv, (27)
and now analogously, we can expand the inner product between a vector and the
derivative of vector using SBP operators as:

(u,Dv) = u'HDv = u’ (-(HD)" — E; + E,)v
= —u’(HD)"v — u"Eyv + u"E,v
= —u'DTHv — ugvg + unv,

= —(Du,v) + u,v, — upvp.
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As is clear in the above example, the summation-by-parts operators enable the switch
of the derivative from v to u just as in integration-by-parts and additionally evaluate
the difference of the product of the two functions at two points.

In addition to standard grids used in finite difference solutions to PDEs, the SBP
property has also been extended to finite difference operators that operate on stag-
gered grids. Following the work done by (OReilly et al. (2016) the staggered SBP
operator can be defined as

D. =H'Q.

where + indicates the fact that we now have two grids (the + grid and the - grid).
These operators satisfy the following SBP property

H.D, +(H.D )" =B, =B’ =B, (28)
where the B matrix restricts the grid functions to the boundary

"By = oniby — dotbo.

Again, these two expressions therefore allow us to mimic integration-by-parts in the
following manner

(6, D), = ¢"H Dy = ¢ (—(H_D_)" + B)ep
= —¢' (H-D_)"9 + dnthy — ¢otho

= —(D_¢)"H_v + ¢ntby — dotho

=—(D_¢,¥)u_ + ¢ntn — do-10

Simultaneous approximation term (SAT) method

The SAT method used in conjunction with SBP operators for finite-difference meth-
ods, allow for weak enforcement of the boundary conditions (Karlstrom and Dunham),
2016)). These terms are placed as penalty terms on the differential equation. As an
example, consider equations but without a source term. In the SBP-SAT frame-
work, penalty terms change equations [I] and [2] in the following manner:

ov N -
pa = ...—cH! [e()(UO — Uo) + en(vn - Un)] ) <29)

10 _ R R
?_81;’ = - —cH " [eo(po — po) + €nlpn — Pn)], (30)

K
pi
and vg, 0, and p,, p,, are target values for the particle velocity and pressure at the first
and last gridpoints respectively and are specified depending on the desired boundary

condition.

where ¢ is a diagonal matrix containing values of the acoustic wave speed ¢; =

SEP-172



Jennings et al. 10 FWI with SBP

In order to solve for the target values we first write out the following system of
equations:

Po — pcvg = Po — pciy (31)
Pn — pCUy = ﬁn - pc'&m (32)

which are the characteristics of the original PDE (equations . With equations
we can specify the desired boundary condition as a function of the target
(“hat”) variables and then solve for the penalty term. The inclusion of these penalty
terms based on the different boundary conditions, will change the semi-discrete PDE
and therefore how the spatial derivative operator and its adjoint are applied at the
boundaries. Later in this report we provide an example of how this is done with the
free-surface boundary condition.

Semi-discrete adjoint equations

In order to derive the adjoint equations and gradient for the SBP-SAT discretization,
we first discretize the PDE in space so that it is semi-discrete. Then, we define
the constrained optimization problem and derive the adjoint equations for periodic
boundary conditions.

As we chose to perform the discretization with staggered grids, we have two different
grids, which we denote as the (+) grid and the (-) grid. We define the solution vectors
v and p on the (+) and (-) grids respectively. This then means that the material
properties p and K will also be defined on the (+) and (-) grids respectively. We can
explicitly write out the solution vectors and diagonal matrices containing the material
properties as

Vo

(%
v=| |, p=diag([p p1 - pv])

UN

Do
P12

PN-1/2
PN

Figure [I| shows a pictorial description of the different grids. Note that with the
staggered grids, the solution vectors (and therefore also the differential operators D
and D_) no longer have the same dimension. Therefore, we find that for a grid of
N + 1 points we have that D, € RINTUX(N+2) and H, € RWV+DxIN+D = Gimilarly,
we find that for the (-) grid we have D_ € RWF2x(N+1) and H. € RWH2x(N+2),
Now we can write a semi-discrete version of the continuous forward problem without
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Figure 1: Solution vectors p and v positioned on staggered grids. Replicated after a
similar figure in (OReilly et al.| (2016])

boundary terms (equations as

pv +D,p =0 (33)
K 'p+D_v=d, (34)

where the discrete delta function ds_ is a high-order discretization of the delta func-
tion that restricts the source time function to the (-) grid (Petersson et al., [2016)).

In order to setup the optimization problem, we first define the discrete parameters
that we desire to estimate as vectors p € RV and K € RV*? (because the problem
remains continuous in time, we still estimate a source time function f(¢)). These are
related to the diagonal matrices used in our semi-discrete PDE as p = diag(p) and
K' = diag(K)~!. We now can write the optimization problem as

mlnlrﬁl)ze F(v,p,p,K, f(t)), where

T
w
F(vp.p K 1) = 5 [ ((Hede)™v = vaa(0))
0

T
W2

+2 [(E4 )~ pua(t))
0
subject to pv+D,p =0,
K'p+D_v— f(t)d,_ =0, (35)

where d,, and d,_ are again high-order discretizations of the delta function at the
receiver location and for the (+) and (-) grids respectively. As for the continuous
problem, w; and wy are scalar weights that can be chosen depending on the data that
we desire to fit. Now, introducing the semi-discrete Lagrange multipliers A; and X,
we can write the unconstrained problem as

T T

i (dT H VvV — Ugata(t))dt + — / (A7 H_p — paaa(t))?dt

L=+

2
0 0
T

T
+/A1TH+(pv+D+p dt+/)\ H (K 'p+D._v—f(t)d, )dt. (36)
0 0
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Note that we have introduced the Lagrange multipliers with the inner products A{H
and AoH_. This is to remain consistent with our definition of the inner product
between two vectors (u, v)y = u? Hv where H is the quadrature operator as defined
in equation 24l Again we calculate the first variation of the misfit functional. For the
semi-discrete PDE problem the first variation will have the following generic form

N+1

N T
oL oL oL
— a8 dadiyrg il _
oL ;:0 apiépl—i- 2 5 jaKJ 0/ 6f<t)5f(t)dt (37)

We can then write the first variation of equation [36| as

T
5L = wy / (A7 Hyv — vaua(t)) d7, H. ovdt

T
+ wy / (Y H_p — paata(t)) d)_H_dpdt
0
T N a
+ /AlTH+ ((Z 8—55;)2-) v+ pdv + D+5p) dt
i=0 It

0

T N—+1 aK 1

+ /A;FH_ (( Te 5K> p+ K 'op+D_ov— 5f(t)ds_> dt  (38)
0

7=0

Note that because the diagonal matrices p and K~! contain the same parameters as
the vectors p and K, we can simplify these sums as follows

T
(5£:w1/(d H, v — vgata(t ))d H, vdt

T
/ "H_p — paaa(t)) d/_H_dpdt
0
T
+ / 4+ (0pv + pdv + D dp)dt
T
+ / AH_ (~K20Kp+ K™'6p +D_dv — 5f(t)d,_) dt, (39)
0

where,

OpN11
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K1_2 0K,
~K %K = — : (41)
K33, 0K N+2

Now as with the continuous case, we must integrate by parts in time to remove the
time derivatives on dp and dv. Doing so and combining all terms associated with the
variations dv and dp we have the following

(w1 (A, Hyv — vgaea(t)) d), Hy — ATH, p+ )\gH_D_) ovdt

(ws (47 H_p — pawa(t) d/_H_ — AJH_p+ ATH. D, ) opat

+ A (1) Hy0v(T) — AL (0)H.6v(0) + Xo(T) " H_6p(T) — A3 (0)H_5p(0)
T
+ / AH, 6pv — MMH_K 25Kp — ATH_d,_6f(t)dt. (42)

0

Again, we impose conditions on the Lagrange multipliers to avoid calculating dp and
0v. This results in the following adjoint equations with terminal conditions

MNH,p—ANH.D_ =w (A, Hv — vaa(t)) d7, Hy, (43)
/\2TH—K_1 - )‘1TH+D+ = w2 (dZ_H—p - pdata<t>) dZ_H—» (44)

Again, we use the fact that v(0) = dv(0) and p(0) = 0p(0) which eliminates the

need for imposing conditions on A;(0) and Ay(0). Now we transpose both adjoint

equations and use the staggered SBP property (D_H_)T = —H,D, (equation
to obtain the following equations

H,pAi + HiD X = wiH d,; (A5 H vV — Vaaa(t)) (46)

H KA +H.D X =wH d,_ (A H_p — paaa(t)) - (47)

Multiplying equation [46| through by Hll and equation [47| by H™! we obtain

p}\l + DA =wd, (df+H+v — vdata(t)) , (48)
K ' X +D_X = wod,— (A H_P — puara(t)) - (49)
Again, we change temporal coordinates 7 = T — t and let A3 = —A; which results in

the following self-adjoint equations
P+ Dy Ao = wid,y (A, Hyv — vgara(t

(
[(—1)\/2 + D—>\3 — _der_ (d?_H_p - pdata<t
A(r=0)=0, Ay(r=0)=0. (52)

)
)
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Upon satistying equations [b0HH2} our expression for the first variation becomes

T
6L = / AMNH 6pv — ANTH_K26Kp — ATH_d,_0f(t)dt
0

T N N+
_ / =S i tidp — Y o o0 K + AT d, 6f (e, (53)
0 =0 =0

We can now write the expressions for the gradients for our parameters p, K and f(¢)
as

T
g,fi = 0/ Asi(8)0(t)i Haidt, (54)
oL [ 1
K~ —/F?Az(t)Pj(t)Hjjd@ (55)
0
oL
ok A(HH_d,_ (56)

where as for the continuous case, we compared equation [53| with equation [37]in or-
der to determine the expression of the gradients. Comparing equations with
equations we observe that our gradients for the semi-discrete problem are con-
sistent with the continuous problem. We also observe that our semi-discrete adjoint
equations (HOH51)) are consistent with the continuous adjoint equations (16H17]).

Adjoint SBP operator

If we combine v and p into a single composite vector q we can write a single composite
semi-discrete PDE as

where

IS A SRR PN A

The adjoint equations (equations [50451]) can then be written in the following com-
posite form
CXN —H'ATHA\ = d,a(t), (59)

where
s [H, o0 [dy 0
)‘_|:A2:|>H_|: 0 H_:|7d7”_|: 0 dr—:|7 (60)
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a(t) = wq (dr+H+v vdata(t))

—Ws (dT H_ | S pdata(t»

Comparing equations [57] and 58, we observe that equation [58 differs in that it is

solved in a reverse time coordinate system with an adjoint spatial derivative operator

A" = H'ATH and with an adjoint source a(t) that is injected at the receiver

location. We point out that the adjoint operator A is not simply A” which is what

is commonly found when deriving adjoint equations via the adjoint method. The

reason for this is because we have defined our inner product as defined in equation

as opposed to the standard L2 inner product. This therefore leads to a different
norm and different way of defining the adjoint operator.

(61)

In fact, here we show that AT = H"'ATH is skew self-adjoint. We can check for the
adjointness of this operator by simply expanding H"'ATH as follows H'ATH

e 2L 7Y 4]

0 H! -DT 0 0 H_
_ —(H_D_)"
| H+D+ 0
N H.D.,
| H_ D_ 0
[ o D+ -~
=Ip. o |-

where again we used the staggered SBP property (D_H_)T = —H,;D,. Thus the
staggered adjoint operator AT = H"'ATH is skew self-adjoint.

Example with a free-surface boundary condition

Finally, we demonstrate how to write out the forward problem for the free-surface
boundary condition at the Oth gridpoint and obtain the forward operator A. As
stated before, we start from the incoming/outgoing characteristic of the PDE at the
left boundary (Oth gridpoint)

Po — pcvy = Po — pcp. (62)

To enforce the free-surface boundary condition, we set the target variable py = 0 =
vy — By = pc(vg — Up) and then substitute these expressions into equations 29 and 30}
Then then gives us the following semidiscrete ODE

pv+D,p-H;'B,p =0, (63)
K'p+D.v+c¢K'H'E\_p=0. (64)

Writing equations [63] and [64] in block form, we have the following expression
p 0 v] [ 0 -D,+H'B, v]
|: 0 K} :| |: p :| |: -D._ _COKle:IEO_ p - df(t) (65)
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Note now that our spatial derivative operator A no longer has zeros on the diagonal
and also has an additional term added to the derivative operator. By definition, the
adjoint operator is

Al — H' 0 0 -DT H, 0
| 0o HI'||-DI'+BTH;' —¢K 'HI'E,_ 0 H_

[ P 0 ~-DTH"!
~| 0 HI'|| -DI'H;+BT —¢K 'E;

S [H!' o 0 H,D, -B,
o 0 H:l H,D, —CoK_lEO—

[ 0o D,-H'B,
- D_ —C()K_lH_lEO,

With this adjoint operator, we obtain the following adjoint equations

pAé + D+A2 — H;1B+A2 = O,
K_lAlz + D_A3 + C()K_IHZIEQ_AQ = 07

which are a consistent approximation of the adjoint equations with the dual boundary
condition A2(0,t) = 0.

NUMERICAL EXAMPLE

We verified our derived adjoint equations and gradient with a numerical example in
which we estimate a source-time function f(¢) from a synthetic pressure time series.
The true data (pgata) were modeled with a Gaussian wavelet injected with our discrete
form of the delta function d,_. This Gaussian wavelet is shown in Figure|2ajand is the
wavelet we desire to estimate from the modeled data. The time-stepper we used in
the modeling was a fourth-order Runge-Kutta stepper. For the boundary conditions,
we used absorbing boundary conditions. Figure shows the wavelet used for the
initial source in the inversion which was a time-shifted version of the true wavelet.
Figure shows the adjoint source input to the adjoint equations (the right hand
side of equation . While not shown in Figure , solving the adjoint equations with
the adjoint source will result in a wavefield that will effectively cancel the location of
the initial source and put a source at the location of the true source. The estimated
source wavelet after running a steepest-descent optimization is shown in Figure 2d]
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Figure 2: The results of the numerical test. (a) The true source wavelet we desire
to estimate. (b) The initial source used in the optimization which is just a time-
shifted version of the true source. (c¢) The adjoint source that is input to the adjoint
equations. (d) Estimated Gaussian wavlet. [CR|]
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DISCUSSION AND CONCLUSION

We applied the theory of high-order finite-difference operators that satisfy the summation-
by-parts property to the FWI problem (a PDE-constrained optimization problem).
We used the adjoint method to find gradient of this optimization problem which re-
quires first solving a system of adjoint equations and then with the solution of the
adjoint solution the gradient can be calculated. The derivation of the semi-discrete
adjoint equations using SBP operators is mathematically an intuitive extension of the
continuous derivation. For the continuous problem, an integration by parts in space
and in time is required in order to derive the adjoint equations. For the semi-discrete
problem, an integration by parts in time and a summation-by-parts in space was re-
quired to derive the adjoint equations. We showed for our example that these SBP
operators lead to self-adjoint spatial discretizations. Therefore, only one code was
required to solve both forward and adjoint equations. Additionally, we showed how
to derive the adjoint operator for a free-surface boundary condition. For a simple nu-
merical example we estimated a source wavelet from synthetic pressure data. In the
future, we plan to provide numerical examples estimating the medium parameters p
and K and additionally show examples of modeling the adjoint source at a fluid-solid
interface that must be done for elastic FWI for ocean-bottom node data.
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